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Abstract
Neuroanatomy is in need of high throughput methods for reliably recording the
distribution of tissue elements across large brain regions. We compared two
methods for recording the spatial distribution of identified neuronal elements
such as tracer labelled cell bodies or axonal plexuses. The methods compared
were computerized image-combining microscopy (semi-automatic method),
which is a user controlled method providing feedback during digitization, and
digital camera technology with image analysis software (automatic method).
Both methods were applied to biotinylated dextran amine labelled axonal
plexuses and FluoroRuby labelled neuronal cell bodies, in the pontine nuclei
of the rat. Coordinates were assigned to the labelled elements using both
methods. The ensuing distribution patterns were compared, section by section,
and in three-dimensional reconstruction. The experienced investigator, using
the semi-automatic method, could detect individual axons, fragments of axons,
weakly labelled elements, and overlapping cell bodies,better than the automatic
system. Nevertheless, both methods detected the overall distribution of the
labelled axons and cells investigated. Automatic methods provide opportunities
for efficient large-scale data acquisition of labelled neuronal elements.

1. Introduction

Systems neuroanatomy deals with the organization of brain regions and cell populations. Cells
in the nervous system can be divided into numerous groups according to a variety of criteria,
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such as presence of specific molecules, input and output relationships, or morphological
characteristics. Among techniques used to identify structures in the brain are in situ
hybridization, immunocytochemistry,axonal tracing (tract tracing) and various routine staining
methods (see, e.g. Glover et al 1986, Heimer and Zaborszky 1989, Danbolt et al 1998,
Armstrong and Hawkes 2000, Köbbert et al 2000, Reiner et al 2000, Swanson 2000, Van
Haeften and Wouterlood 2000, Zaborszky and Duque 2000). To study the localization of
large populations of cells or axonal plexuses distributed across multiple serial sections, spatial
coordinates need to be assigned to the labelled structures.

Point representations are useful for studying distributions of large populations of cells
(see, e.g., Bjaalie et al 1991, He et al 1993, Flaherty and Graybiel 1994, Nikundiwe et al
1994, Malmierca et al 1995, Vassbø et al 1999, Brevik et al 2001, Nadasdy and Zaborszky
2001), and can also be employed for coding the distribution of labelled axonal plexuses
(Leergaard et al 1995, 2000a, 2000b, Malmierca et al 1998, Alloway et al 1998, 2000).
Multiple methods are used for allocating spatial coordinates to elements in tissue sections
(for a review, see Bjaalie 1992). One of the most commonly used methods is computerized
image-combining microscopy (Glaser et al 1979, 1983, Glaser and Glaser 1990, Leergaard
and Bjaalie 1995). This is a semi-automatic method based on the mixing of the image of
the specimen and a computer-generated drawing area. The motorized microscope stage
and software employed with this method permits synchronous movement of the specimen
image and drawing area, thus providing feedback to the user about the digitization process.
This method allows digitization of spatial positions with high resolution and accuracy across
large brain regions. The method is, however, time consuming and tedious for larger datasets.
This is an important restriction for quantitative analyses and large-scale mapping studies that
require accumulation of data from many sections and experiments. Thus, there is a need
for high-throughput and reliable data acquisition methods that are less dependent on human
pattern recognition capabilities. Automated image analysis techniques have been applied for,
e.g. segmentation of cytoarchitectonic boundaries in the cerebral cortex (Wree et al 1982,
Schleicher and Zilles 1990, Grefkes et al 2001, Amunts and Zilles 2001, Rademacher et al
2001), and delineation of the boundaries of labelled axonal plexuses (Schwarz and Thier 1995,
Schwarz and Möck 2001).

In this paper, we compare the recording precision and speed provided by the image-
combining method with that provided by digital camera technology in combination with image
analysis software, referred to as an automatic method (for a review, see e.g., Inoué and Spring
1997). We employed a fluorescent tracer to label neuronal cell bodies and a light microscopic
tracer to label axonal plexuses. The same tissue sections were analysed with both the semi-
automatic and automatic methods and the results directly compared. One of the comparisons
included a full 3D reconstruction of the patterns of labelling identified in a large brain stem
nucleus. We conclude that the automatic method is suitable for mapping of large number of
elements across multiple sections. Advantages and limitations of both methods are discussed.

2. Experimental material

Material from two adult female Sprague Dawley rats were used. All animal procedures were
reviewed by the local institutional animal welfare committee and were in compliance with
national laws and with National Institutes of Health guidelines for the use and care of laboratory
animals. Results from one animal were previously reported in Leergaard et al (2000b), animal
R118. The 3D coordinate data from this case were downloaded from our data repository,
at http://www.nesys.uio.no. Surgical anaesthesia was obtained by intramuscular injection
of 0.20–0.25 ml kg−1 of a mixture of 25% ketamine hydrochloride (100 mg ml−1), 6.3%
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xylazine (20 mg ml−1), and 0.25% acepromazine maleate (10 mg ml−1) in physiological saline,
followed by intraperitoneal injection of sodium pentobarbital (50 mg ml−1; 0.05–0.06 ml kg−1).
Restricted regions of the cerebral or cerebellar cortex were exposed by craniotomy and incision
of the dura, and injected with dextran amine neural tracers (see below). After 1 week
survival, the animals were re-anaesthetized and perfused with lukewarm saline followed by 4%
paraformaldehyde and 10% sucrose (all solutions were phosphate buffered). The brains were
removed, photographed and soaked in 30% sucrose for 1 day prior to sectioning. Transverse
sections through the injected cerebral and cerebellar regions respectively, and through the
brain stems of the two cases, were cut at 50 µm on a freezing microtome. For the purpose
of 3D reconstruction (see below), a complete series of sections through the pontine nuclei
were collected. One animal was injected with biotinylated dextran amine (BDA; Molecular
Probes, Eugene, OR) in the primary somatosensory cortex. BDA labelling was visualized
histochemically according to steps 1–7 in Lanciego and Wouterlood (1994) with modifications
explained in Leergaard et al (2000b). Anterogradely labelled axonal fibres and anatomic
landmarks were observed in the pontine nuclei by conventional light microscopy. The other
animal was injected with rhodamine conjugated dextran amine (FluoroRuby, FR; Molecular
Probes, Eugene, OR) in the cerebellar cortical region crus IIa. Retrogradely labelled neurons
were viewed in several brain stem locations, including the pontine nuclei and the trigeminal
nuclei, using a Zeiss Axioskop II microscope providing excitation light of 534–558 nm (Zeiss
filter set no 15). Anatomic landmarks were recognized by differences in auto-fluorescence.

3. Basic technology

3.1. Semi-automatic data acquisition: computerized image-combining microscopy

The principle of computerized image-combining microscopy was introduced by Glaser and
Van der Loos (Glaser et al 1979, 1983) and has been implemented by several investigators and
companies (Capowski 1985, 1989, Glaser and Glaser 1990, Leergaard and Bjaalie 1995). In
the context of the present investigation, the essential components of the graphical user interface
are the screen cursor, the drawing area, and the multiple icons used to categorise the different
objects to be recorded (e.g., dotted symbols and lines used to code the different categories of
labelled cells, surfaces and boundaries, in the specimen). The monitor, displaying the user
interface, is projected into the microscope field of view via the drawing tube. Alternatively,
with the use of a camera, the image of the specimen is mixed with that of the drawing area.
Digitization is performed by pointing the mouse-controlled cursor at each point of interest.
Graphical symbols are superimposed on the digitized objects. Thus, the user views the
specimen with an overlay of lines and dots. As the stage position is changed, the superimposed
graphical symbols move synchronously with the image of the specimen. To maintain correct
position of the graphical overlay in relation to the specimen, the magnification of the graphical
image is accurately calibrated to match the magnification of the specimen in the microscope
field of view. An example of a system configuration is detailed in Leergaard and Bjaalie (1995).

The software for image-combining microscopy used in the present study was MicroTrace
(Leergaard and Bjaalie 1995) and Neurolucida (MicroBrightField, Colchester, VT, USA). In
our laboratory, MicroTrace runs on PCs equipped with Windows (from 3.1 to Windows98).
The program is used with Leica Medilux and Leica DMR light and fluorescence microscopes,
equipped with stages and controllers from Märzhäuser GmbH (Wetzlar, Germany; scan
100 × 100 microscope stages, MCL or Multicontrol 2000 position control systems).
Neurolucida was implemented on a PC running Windows 2000, coupled to a Zeiss Axiskop
II light and fluorescence microscope, equipped with a scan 100 × 100 microscope stage and
L-STEP position control system from Märzhäuser.
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3.2. Automatic data acquisition: image analysis system

The software/hardware package employed was analySIS Pro v3.1 with the F-view camera for
digital image acquisition (Soft Imaging System GmbH, Münster, Germany). The software
runs on a Windows 2000 PC, and is used with Leica Medilux and Zeiss Axioskop II light and
fluorescence microscopes, equipped with stages and controllers as described above.

3.3. 3D reconstruction

3D reconstruction of data recorded with the semi-automatic and automatic data acquisition
systems was performed with the program Micro3D (Oslo Research Park, Oslo, Norway; see
also http://www.nesys.uio.no). Micro3D was developed in our laboratory and used in several
recent publications (see, e.g., Malmierca et al 1998, Vassbø et al 1999, Leergaard et al 2000a,
2000b, Leergaard and Bjaalie 2002, Bjaalie 2002). The digitized sections, acquired with both
types of data acquisition, contained point and line coordinates (x, y) that were imported to
Micro3D in ASCII format. Tissue shrinkage due to immunocytochemical processing was
measured in the x, y-plane, and linear size adjustments were introduced to maintain correct
in vivo proportions in the final 3D reconstructions. Micro3D was used to align the digitized
sections interactively on the computer screen, using multiple anatomic landmarks and real
time rotation of the reconstruction during alignment (explained in detail in, e.g., Leergaard
et al 2000a, 2000b, Leergaard and Bjaalie 2002). Sections were assigned z-values defined
by section thickness and serial numbers, before they were maneuvered into position. Surface
rendering techniques available in Micro3D (for reviews, see Bjaalie et al 1997, Leergaard and
Bjaalie 2002) were used to visualize contours as solid or transparent surfaces. The distribution
of labelled structures was studied as dot maps and by density gradient analysis. Density maps
were produced by dividing the image of the reconstruction, viewed from a particular angle,
into squares of 5 × 5 µm using a grid, and assigning a colour code corresponding to the density
of point coordinates within a radius of 100 µm centred on the square. To facilitate comparison
of data, a local coordinate system for the pontine nuclei was applied (Leergaard et al 2000a,
2000b, Brevik et al 2001).

3.4. Assembly of illustrations

Photomicrographs were obtained through the F-view camera and analySIS software (Soft
Imaging System GmbH Münster, Germany), and illustrations were assembled using Adobe
Photoshop 6.0 and Adobe Illustrator 10.0. The grey-scale level and contrast level of the
photomicrographs were optimized in Photoshop.

3.5. Software availability

Neurolucida and analySIS are commercially available software. MicroTrace is freeware
available from the Neural Systems and Graphics Computing Laboratory, Oslo, Norway
(http://www.nesys.uio.no). Micro3D is partly based on commercial graphics libraries,
and is available for licensing through the Oslo Research Park, Oslo, Norway (see also
http://www.nesys.uio.no).

4. Distribution of axonal plexuses labelled with light microscopic tracer

A series of 50 µm thick sections through the rat pontine nuclei was analysed. The sections
contained axonal plexuses anterogradely labelled with BDA, following injection of this tracer
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Figure 1. Axonal tracing in the rat cerebro-pontine system. The axonal tracer BDA was injected
into the primary somatosensory region of the right cerebral hemisphere; position is indicated by
a black dot in (A) (redrawn from Welker (1971) with permission). (B) shows a photomicrograph
of a frontal section through the injection site. Labelling is visible in the secondary somatosensory
cortex, the thalamus and in the corpus callosum. (C) shows a digital image (mosaic of 7 × 4 images)
of a transverse section through the midpontine level in the same case. Two dense plexuses of BDA
labelled fibres are visible close to the descending corticobulbar and corticospinal tract (peduncle).
(D) and (E) show computerized plots of the same section as shown in (C), digitized using the semi-
automatic method, computerized image-combining microscopy (D), and the automatic, image
analysis method (E). CC, corpus callosum; SI, primary somatosensory cortex; SII, secondary
somatosensory cortex; ped, peduncle; pn, pontine nuclei. Scale bars = 500 µm.

into the trunk representation of the primary somatosensory cortex (figure 1, experimental
animal from Leergaard et al 2000b).

4.1. Semi-automatic digitization

With the computerized image-combining microscope (see technology section) anterogradely
labelled axonal plexuses within the pontine nuclei were coded semi-quantitatively as points,
using the 20× objective of the microscope. In areas with low density of labelling, point
coordinates were placed at regular intervals along the length of single axons. In areas with
dense labelling, a rough correspondence was sought between the density of labelling and the
number of digitized points. The data were used for another purpose in Leergaard et al (2000b).
Figure 1D shows a plot of the section shown in figure 1C.

4.2. Automatic digitization

The analySIS system (see technology section) was used for automatic data acquisition. The
aim was to assign spatial coordinates to the tracer labelled axons in each section, comparable
to the data obtained with the semi-automatic system. The steps involved were acquisition
of a composite digital image from each section, definition of a threshold for the detection of
labelling, and binarization.

The first step involved the use of the F-view camera, and the 10× objective of
the microscope, for image acquisition. Exposure times were chosen to make grey tone



348 S Lillehaug et al

Figure 2. Automatic data acquisition of axonal labelling from a section through the pontine nuclei.
(A) is a digital image of the same transverse pontine section as shown in figure 1(C), shown at a
higher magnification. Crisp BDA labelled axons (black) are visible in dense and loose plexuses. The
boundary of the pontine grey matter is indicated by a white line. Labelled fibres appeared as black or
dark shades of grey and were identified from the digitized greyscale image by choosing a threshold
value from minimum 0 (black) to a certain maximum level (dark grey). The images (B)–(D) show
the results obtained with use of ‘low’, ‘medium’ and ‘high’ threshold levels, respectively. When
the threshold was set too low, areas with low densities of labelled fibres were not identified (B).
When the threshold was set too high, non-labelled structures were included (D). Thus, the accuracy
of the data-acquisition depended critically on a significant signal to noise ratio between labelling
and background, and a choice of threshold values that are neither too low nor too high (C). A binary
image (E) was created based on the chosen threshold value (C). By superimposing a grid onto the
binary image, it was possible to obtain x, y-coordinates from squares containing more than a given
number of white pixels (F). Scale bars = 500 µm.

representation of labelled elements as uniform as possible. A mosaic of images, covering
the region of interest, was recorded with use of the stepping motors of the microscope stage
and the stage control functions and image alignment procedures in analySIS. The composite
digital image in the section shown in figure 1C contained 7 × 4 images and covered an area
of approximately 4200 µm × 1500 µm. Second, we analysed the part of the pontine nuclei
containing most of the labelling (the right half, ipsilateral to the injection site, figure 2A).
Differences in grey values were used to separate labelled fibres from background. Different
ranges of grey values were tested. If the threshold value was set too low (figure 2B),
areas containing weak labelling were not included. If the threshold value were set too high
(figure 2D), non-labelled structures (darker parts in the digitized image) were included. We
aimed at a threshold value that would avoid the inclusion of non-labelled structures, without
losing much of the weak labelling. We could generally detect both the dense clusters of labelled
fibres and some of the individual fibres adjacent to the clusters. (Weakly labelled regions could
only be detected at the cost of including several non-labelled structures, see figure 2D.) Third,
a binary image (figure 2E) was created on basis of the chosen threshold value (figure 2C).
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Figure 3. Comparison of plots of axonal distribution recorded with semi-automatic and automatic
methods. (A) and (B) show digital images of transverse sections through the pontine nuclei,
containing high (A) and low (B) densities of anterograde BDA labelling. (A′) and (B′) show
computerized plots of BDA labelling acquired by the semi-automatic method (data from Leergaard
et al (2000b)). (A′′) and (B′′) show plots of the same sections, obtained by the automatic method.
Comparison of the two methods show that the distribution patterns are quite similar, but that the
areas containing low densities of labelling are more emphasized in the semi-automatic plots (A′)
and (B′). Scale bars = 500 µm.

A list of x, y-coordinates describing the location of the labelling (similar to the coordinates
recorded with the semi-automatic system) was produced by

(1) superimposing a grid on the binary image,

(2) automatically identifying the squares in the grid containing more than a given number of
white pixels, and

(3) recording the centre coordinate for each of these squares.

The step-wise procedure outlined above was performed section by section, to define x, y-
coordinate lists of the distribution of labelling. The z-coordinates were derived from the
serial number and thickness of each section. All steps were integrated in a macro, thereby
significantly reducing the time spent for the data acquisition. The only manual procedure
for each section was to adjust the range of grey values to best represent the distribution of the
labelling. In addition to detecting the labelling, important anatomical landmarks were recorded
and used as reference lines for 3D reconstruction (figure 2A, for more detailed considerations
see Leergaard and Bjaalie 2002).
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Figure 4. Computerized 3D reconstructions of a complete series of sections through the pontine
nuclei (the same animal as shown in figures 1–3). (A) Image of a rat brain (ventral view). (B) 3D
reconstruction of the pontine nuclei (ventral view). The ventral surface of the pons (grey) and the
boundaries of the pontine nuclei (yellow) were shown as transparent surfaces and the reconstructed
descending peduncles as solid surfaces dorsal to the pontine nuclei. A frame of reference is
superimposed onto the reconstruction, and represents the local coordinate system for the pontine
nuclei (explained in detail in Leergaard et al 2000a, 2000b, Brevik et al 2001). Relative coordinate
values from 0 to 100% are used. The halfway reference lines are shown as dashed lines. BDA
labelled corticopontine fibres distributed within the right pontine nuclei are represented as dots maps
(C), (D) and as colour-coded density maps (E), (F), shown as total projections in views from ventral.
The blue dots in (B) and (C) represent labelling recorded with semi-automatic data acquisition (data
from Leergaard et al (2000b)), the red dots in (B) and (D) represent the same labelling recorded
with the automatic method. The distribution patterns obtained with the two methods are quite
similar. However, regions containing low densities of labelling are less emphasized in (D) and (F).
Both density maps reveal similar rostrally and caudally located ‘hot spots’ of labelling (yellow to
red colours in (E) and (F)).

4.3. Comparison and 3D analysis

Section by section analysis (figures 1 and 3) and 3D reconstruction (figure 4) were used
for comparison of the results obtained with the semi-automatic and the automatic methods.
Overall, the two methods produced comparable results. The automatic method was
considerably less time-consuming than the semi-automatic method. High-density labelling,
seen as densely packed clusters of labelled axons, was detected well with both methods. In the
individual sections, the zones containing high densities of labelling were almost identically
shaped, as recorded with the two methods (figures 1D, E, and 3A′, A′′, B′ and B′′). Density
gradient analysis of the 3D reconstructions confirmed this impression (figure 4E, F). Low-
density labelling, for example individual fibres outside the main clusters of labelling, or
fragments of labelled fibres, was accurately recorded with the semi-automatic method. In
the plots, such low-density labelling was seen as scattered dots (figure 3A′, B′, and 4C). The
high precision could be confirmed by carefully comparing the plots with the images seen in
the microscope. In comparison, many of the individual fibres and fibre fragments were not
detected with the automatic method. In figure 3, the semi-automatic plots (A ′ and B′) shows
multiple data points corresponding to weak labelling that were not seen in the automatic plots
(A′′ and B′′). The same difference was seen to advantage in the 3D reconstructions (compare
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Figure 5. Detection of labelled cell distributions with an automatic method. (A) Digital greyscale
image of transverse section through the pontine nuclei, showing pontocerebellar neurons labelled
following injection of the fluorescent tracer rhodamine conjugated dextran amine (FluoroRuby,
FR) into the cerebellar crus IIa. The digital image was converted to a binary black and white image
by applying a threshold value (B). Binary operators were applied to remove artefacts, fill closed
gaps and separate particles (see the text for a full description). Dense clusters of overlapping cells
were not separated (asterisk), while partially overlapping cells, connected only by a thin bridge
(arrow), were separated (C). A ‘detect particle’ function embedded in the analySIS software was
used to count the resulting particles and sort them in a table according to area. A part of this table
is shown in (D). Unique colours were assigned to different area ranges (C) and (D), and spatial
coordinates (x, y) were automatically assigned to the centre of gravity of each particle (D). Careful
comparison of the original ‘raw image’ with the analysed image shows that most labelled neurons
are recognized correctly. Some cells, however, were not counted as separate objects due to the
merging of overlapping cells. Weakly labelled cells, cellular fragments, and small artefacts (pink)
that gave rise to particle sizes below the defined size (area) range for labelled cells were excluded
from the output table. Scale bars = 200 µm.

reconstruction from semi-automatically recorded data, shown in figure 4C, with reconstruction
from automatically recorded data in figure 4D). In a few instances, weak labelling on a dark
background could occasionally result in more data points with the automatic method (some of
the small clusters of labelling in figure 1, compare the semi-automatically recorded plot in D
with automatically recorded plot in E).

5. Distribution of neuronal cell bodies labelled with fluorescent tracer

A series of 50 µm thick sections through the rat pontine nuclei was analysed. These sections
contained retrogradely labelled cells, following injection of FR into cerebellar cortex crus
IIa. Figure 5A shows a representative microscope image of labelled cells. The labelled
cell bodies appear bright, while unlabelled structures appear in darker shades. With the semi-
automatic technique, the 20× objective was used and a point assigned to each cell body or larger
fragment of a cell body. With the automatic technique, the 10× objective was used. Composite
images were prepared following the same procedure as outlined for the fibre analysis above.
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Again, exposure times were chosen to make grey tone representation of labelled elements as
uniform as possible. The marked difference in brightness between the fluorescently labelled
and unlabelled elements, and the limited variability in labelling intensity, made it possible
to apply one threshold value for all sections. Based on the chosen threshold value, binary
images were created (by applying the ‘binarize’ function available in analySIS, figure 5B) and
particle identification in the software was employed. A particle in the binary image is a group of
interconnected white pixels, surrounded by areas of black pixels. The aim was to represent each
labelled cell body as a separate particle. To achieve this, we applied the erosion and dilation
binary operators (see e.g., Mize et al 1988, Villa and Amthor 1995) and the ‘separate particles’
filter, available in analySIS. This made it possible to fill in gaps resulting from digitization of
unevenly stained cells, to remove most of the artefacts (e.g., smaller objects, such as endothelial
cells or other auto-fluorescent structures) and to separate several of the partly overlapping cells
(figure 5C). The binary operators changed the shapes and outlines in the binary image. The
area of each cell, however, was kept relatively constant by applying the same neighbourhood
parameters to the erosion and dilation binary operators. Following these modifications of the
images, we found it useful to divide the particles into different groups, based on the area of
each particle (figures 5C, D). The aim was to give a size (area) range for labelled cells and
to exclude particles with a size above or below this range. By measuring the average area of
pontine neurons in a number of sections, we found a range that was likely to include cells and
to exclude small artefacts due to autofluorescence. The end result was a coordinate list, with
an x, y-coordinate and area assigned to each particle (figure 5D). Each particle was also given
a unique number (not shown), which could be used to identify a specific particle in the original
image. Such lists of x, y-coordinates from different sections, combined with the z-coordinates
for each section, can be used as a basis for 3D-reconstruction, visualization and analysis of
coordinate distributions, according to the principles described above.

We compared the semi-automatic and automatic plots of labelled cell distributions. In
terms of number of labelled cells detected, the semi-automatic method typically recorded 10%
more cells than the automatic method. By careful inspection, we found that the lower numbers
recorded with the automatic method was mainly due to the merging of overlapping cell bodies
(in places where the ‘separate particle’ filter did not succeed). Occasionally, weakly labelled
cells were not detected with the automatic system. In a few places, non-neuronal structures
with autofluorescence in the size range of the neurons were categorized as labelled cells with
the automatic system.

6. Discussion

We have used two different data acquisition methods for recording the distribution of tracer
labelled neuronal elements in tissue sections through the rat brain stem. The methods were
computerized image-combining microscopy (a semi-automatic data acquisition method) and
digital camera technology with image analysis software. We found that both methods were well
suited for detecting dense clusters of labelled axons. The semi-automatic method was more
suitable for detecting low densities of labelling, particularly individual axons and fragments
or axons. Both methods were suitable for detection of the overall distribution of labelled cell
bodies. In regions with a high density of labelled cells (overlapping cells), the automatic
method was not capable of properly detecting individual cells.

Computerized image-combining microscopy has been used in hundreds of neuroscience
investigations, not at least for studying the detailed organization of dendritic arbours (see,
e.g. German et al 1985, Capowski 1985, Innocenti et al 1994, Cannon et al 1998, Reyes et al
1998, Stern and Armstrong 1998, Jacobs et al 2001). This semi-automatic method has long
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been the method of choice for large-scale neuroanatomical analysis of neuronal organization
at the individual cell level and at the level of neuronal populations. In our hands, and with the
material and methods tested in this study, the image-combining method gave more accurate
results than the automatic method. On the other hand, the image-combining method relied
heavily on the ability of the user to identify all objects of interest, and slight differences in
user interpretation could hardly be avoided. The method is also time-consuming when dealing
with large numbers of objects to be digitized from multiple tissue sections.

Quantitative recording of dense axonal plexuses is a demanding task. Accurate tracing
of individual axons and their arbours is feasible in experiments with small or intracellular
tracer injections (Shinoda et al 2000, Kha et al 2001, Sugihara et al 2001). However, most
systems anatomy investigations deal with densely labelled axonal plexuses, in which individual
axons cannot be easily distinguished. Such plexuses may be characterized by delineating
the boundaries of the labelled zones manually (Malmierca et al 1998) or by image analysis
(Schwarz and Thier 1995, Schwarz and Möck 2001). Attempts to represent density variations
within and around a labelled plexus include the semi-quantitative digitization employed in
this study and by others (Leergaard et al 1995, 2000a, 2000b, Alloway et al 1998, 2000).
The automated procedure for image analysis presented here represents a novel approach for
characterizing labelled axonal plexuses more quantitatively.

Automatic data acquisition methods are hampered by several factors, such as possible lack
of contrast between tracer and background (Schmitt and Eggers 1997), artefacts detected as
labelled objects, weak labelling and uneven labelling. Nevertheless, the results obtained with
the automatic approach tested in the present study clearly show that automatic approaches
are suitable for detecting overall patterns of labelling through large brain regions. Hence,
the continuously improving camera technologies and image analysis software now invite
neuroanatomists to gradually modify their data acquisition strategy. The technology and
software for automatic data acquisition tested in this study offered several advantages as
compared to the image-combining method. First, it allowed extensive and convenient photo-
documentation of all digitized sections. This is especially important when handling a material
with fluorescent labelling that is susceptible to fading. Second, the automatic method was
potentially more objective than manual plotting methods, since the only user controlled
procedure introduced was the choice of threshold value.

Classical neuroanatomic investigations have usually relied on analysis of selected sections,
such as one of five, or one of ten sections, through the brain region of interest. Local and
global coordinate systems and 3D reconstruction are increasingly used to accurately define
the spatial location of the tissue elements investigated (for review, see Bjaalie (2002)). There
is increasing interest in new concepts for datasharing (Chicurel 2000, Koslow 2000, 2002,
Bjaalie 2002), and in this context, more efficient strategies for handling of lower level data
will be needed. The digital camera technology and databases integrated in the image analysis
software offer convenient opportunities for establishing an internal laboratory database of
image data, which in turn may serve as a basis for exporting such data to external, general
neuroinformatics databases. With future refinement of software tools, for example, the use
of more advanced methods for detecting and categorizing labelled objects in tissue sections,
and the possible creation of new tools that combine properties of different data acquisition
strategies, we expect that more automatic methods will gradually replace the time consuming
manual methods. New automated methods for digitization of serial section data,combined with
new tools for databasing and data sharing, may open new avenues for large-scale anatomical
investigation of multiple brain systems.
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